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Recommender systems support users in the identification of interesting products and services 
in situations where the amount and complexity of offers outstrips the capability of a user to 
survey it and to reach a decision. The interest in recommender systems has dramatically 
increased owing to the demand for personalization technologies by large, successful e-
commerce applications (for example, see www.amazon.com). Nowadays, recommender 
applications are deployed on many online shops and are regarded as one of the key enabling 
technologies of e-commerce. The corresponding applications range from the recommendation 
of news, web sites, compact disks, books, or movies to the recommendation of more complex 
items such as financial services, digital cameras, or e-government services. The 
recommendations are determined either by explicitly conducting sales dialogs with online 
users or by analyzing existing purchasing data of a single user or a community of users. 
Following the latter approach, the focus of the first recommender applications developed in 
the mid-1990s was to aggregate existing rating information in order to derive new 
recommendations for the current user.  

One of the most frequently used representation of recommendation tasks is collaborative 
filtering which is in essence a nearest-neighbour method applied to a matrix of ratings: if two 
customers have bought similar compact disks (CDs) in the past and have rated those CDs in a 
similar way, CDs (with a positive rating) bought by only one of them, are recommended to 
the other one. Collaborative filtering perfectly implements the idea of word-of-mouth 
promotion where a buying decision is predominantly influenced by the opinions of friends 
and benchmarking reports. First applications of recommender technologies were the 
personalized recommendation of news and web sites where the former application is often 
based on collaborative filtering and the latter is based on a content-based filtering approach. 
Content-based filtering is a special type of information filtering that uses features of items the 
user has liked in the past to infer new recommendations. In contrast to collaborative 
approaches, content-based filtering is limited in that it cannot provide serendipitous 
recommendations. It selects and recommends all products based on purchasing information 
available from the current user. In the case of collaborative filtering as well as in the case of 
content-based filtering, user profiles are long-term models. Both approaches do not exploit 
deep knowledge about the product domain and are excellent techniques supporting 
recommendation processes for simple products such as books or movies. A major strength of 
these approaches is that no additional knowledge acquisition efforts are needed provided that 
historical data is available. 

Besides simple collaborative and content-based filtering, in recent years many more complex 
statistical models for recommender systems have been proposed that improve 
recommendation quality, e.g., Bayesian networks with a hidden class variable or compound 
classification models. Collaborative and content-based information early has been tried to be 
combined with so-called hybridization strategies. Meanwhile there is also research on 
attribute-aware recommender models that try to take information about co-users and about 
products into account in parallel. 

In contrast to model-based recommender systems, knowledge-based approaches make use of 
an explicit representation of product, marketing and sales knowledge. Compared to customers 
purchasing simple products such as books or compact disks, customers purchasing more 
complex products such as financial services, computers, or digital cameras are much more in 



the need of information and in the need of intelligent interaction mechanisms which support 
the selection of appropriate solutions. Therefore, an explicit representation of product, 
marketing and sales knowledge is needed. Such deep knowledge allows (a) the calculation of 
solutions which fulfil certain quality requirements, (b) the explanation of solutions to a 
customer, and (c) the support of customers in situations where no solution can be found. In 
particular, explicit knowledge representation enables the validation of the quality of a 
recommender system regarding calculated solutions. E.g., in many applications the generated 
solutions have to be in line with the company’s sales strategy, suite the requirements of 
customers, and adhere to legal regulations. Primarily, knowledge-based recommender 
technologies provide the formalisms that are needed in this context. In contrast to word-of-
mouth promotion implemented by collaborative filtering, knowledge-based recommendation 
implements explicit sales dialogs which support users in the item selection process. 

The papers contained in this special issue on recommender systems comprise a wide range of 
research topics. Ricci and Nguyen present knowledge-based recommendation techniques 
which support on-the-move travellers in the selection of desired travel services. The 
recommendation environment relies on a critiquing-based approach which supports the 
acquisition and revision of user preferences. The recommendation engine is connected with a 
recommender user interface which is specifically designed for the application in mobile 
environments. In addition to the detailed discussion of the user interface and the supported 
tweaking critiquing techniques, the article as well sketches the integration of the mobile 
recommendation environment (MobyRek) with the pre-travel planning system (NutKing). 

Cho, Kwon, and Park propose a novel collaborative filtering method which is based on group 
behaviour theory in consumer psychology. The approach exploits the idea of defining dual 
information sources (groups of similar users and groups of expert users). Depending on the 
degree of a user’s receptivity regarding those groups, the recommender system automatically 
adapts its recommendation strategy. This new collaborative filtering (CF) approach can 
improve classification accuracy compared to conventional CF. 

Product reviews and shared experiences about products are powerful information sources 
which can be utilized to improve the quality of recommendations. Aciar, Zhang, Simoff, and 
Debenham present a structured approach to include such information sources into the 
calculation of product recommendations. In this context, text mining techniques are exploited 
in order to make textual information units applicable for calculating recommendations. Thus, 
the quality of recommendations based on collaborative filtering can be improved. 

Adomavicius and Kwon present two new recommendation approaches which use multi-criteria 
recommendation. Multi-criteria ratings provide additional information about the preferences 
of a user regarding several aspects of an item, e.g., quality of the story and acting in a movie. 
Experimental results from tests with a commercial dataset show that multi-criteria 
recommendation approaches improve recommendation accuracy if compared to traditional 
single rating strategies.  

Publicly available recommender systems present a security problem. Attackers may introduce 
biased profiles with the goal to adapt the recommendation behaviour in a way which is 
advantageous to the attacker. Mobasher, Burke, Bhaumik, and Sandvig present an approach to 
understand, identify, and defeat such profile injection attacks. The response to major attack 
patterns are algorithmic approaches for the design of more robust recommenders.  

The issue of security in recommender systems is additionally discussed by Mahony, Hurley, 
and Silvestre who focus in their paper on a cost-benefit analysis of the financial gains that are 
realised by attacks on recommender systems. A corresponding analysis framework is 
presented in the paper. 



The paper of Zanker, Jessenitschnig, Jannach, and Gordea presents the evaluation of different 
recommendation techniques on the basis of a commercial dataset from the area of fine cigars. 
The evaluation compares three fundamentally different recommendation approaches 
(knowledge-based recommendation vs. collaborative and content-based filtering). Primarily, it 
is pointed out that CF algorithms provide good results for big datasets but are less effective 
for small datasets, where hybrid and knowledge-based approaches perform better. 

Finally, the article of Melamed, Shapira, and Elovici presents an approach to solve the free-
ride problem (users consume item evaluations provided by others without providing their own 
evaluations) coming along with the application of collaborative filtering systems. A new 
incentive mechanism motivating users to provide evaluations is presented which is based on a 
market-based model for pricing evaluations. 

Beside the research topics discussed in the papers of this special issue, we deem the following 
challenges as important future research directions. 

Automated product data extraction. Knowledge-based recommenders exploit deep product, 
marketing, and sales knowledge for determining recommendations. The quality of a 
recommendation is directly correlated with the quality of the corresponding product data. In 
many cases, product data are only available in an unstructured form, furthermore, existing 
product data in recommender knowledge bases become outdated. The major research focus in 
this context is the automated extraction of product data from different information sources and 
the automated detection and adaptation of outdated product data. This includes the 
identification of relevant information sources (e.g., in most cases Web pages), the extraction 
of product data and the resolution of contradictions in extracted product data. Also extracting 
product information directly from digital multimedia products such as books, CDs, DVDs, 
TV programs etc. is a challenging recent problem. 

Community-based Recommendation. State-of-the-art knowledge-based recommender environ-
ments focus on a single point of knowledge acquisition. Such centralized approaches can not 
guarantee the optimal quality of knowledge bases since only the view of a small group of 
experts is integrated into the recommendation knowledge base. Mechanisms which allow an 
effective integration of the knowledge of a community of interest promise high potential for 
improving the quality of knowledge bases and the effectiveness of related knowledge 
acquisition processes. Such participative architectures will enable the development of 
integrated knowledge bases and applications to users. 

Preference and assortment dynamics: with a few remarkable exceptions, most actual 
recommender models work on profiles that have been aggregated over time by simple 
extension. But in many domains, preferences of users develop and the assessment of certain 
products or product characteristics changes over time – a digital camera that has been 
technically innovative two years ago, will be outdated today. Taking this dynamics 
systematically into account during model building will introduce a new level of complexity 
into recommender system models in the next years. 

Intelligent Testing. The major precondition for successfully developing and maintaining 
recommender knowledge bases are intelligent testing environments which can guarantee the 
correctness of recommendations. In this context, mechanisms have to be developed which 
automatically configure optimal test suites which maximize the probability of identifying 
faulty elements in the recommender knowledge base and at the same time minimize the 
number of test cases needed to achieve this goal. The minimization of test cases is an 
important issue in this context, since the validation of test cases is a manual process to be 
conducted by domain experts. 



Recommendation of Configurable Products and Services. With the production of the T-model 
about hundred years ago, Henry Ford revolutionized manufacturing processes by introducing 
the concepts of Mass Production (efficient production of a high number of identical products). 
Nowadays, Mass Production is a business model of the past and companies are forced to 
provide goods and services which fit the individual needs of a customer. In this context, Mass 
Customization has been established as a new paradigm which is defined as the production of 
highly variant products and services under Mass Production pricing conditions. A 
phenomenon which comes along with the establishment of Mass Customization concepts is 
Mass Confusion. This phenomenon occurs in situations where the amount and complexity of 
items offered outstrips the capability of a user to survey it. Recommender systems can be key-
enabling technologies tackling the challenges of Mass Confusion. A precondition for reaching 
this goal is the development of recommender technologies as well applicable for configurable 
products and services. 

Context Awareness. Integrating contextual elements into recommender algorithms is 
extremely important for improving the quality of recommendation results. Such a 
contextualization can play an important role in mobile environments, for instance in the 
selection of travel services or destinations for on-the-move tourists. In such situations, 
recommendations do not only depend on the personal preferences of customers but as well on 
the context which can be described by attributes such as time of the day, season, weather 
conditions, availability of tickets, etc. 

Theories of Consumer Buying Behaviour. A major research issue is the active integration of 
different psychological theories from the area of cognitive psychology and decision theory  
into recommender applications. This integration will provide new insights on the major 
influencing factors of consumer buying behaviour and consequently more efficient 
recommender systems in interactive selling environments.  

Intelligibility and Explanations. To be convincing, recommendations must be explained to 
customers. Only when they have a chance to challenge a specific recommendation and see, 
why a specific product has been recommended to them, customers will start to trust a system. 
Recommender systems based on Machine Learning models will have to be complemented by 
more conceptual, knowledge-based, logical models that will be able to provide such 
explanations. To combine the predictive power of the statistical models with the intelligibility 
of conceptual, human understandable models may turn out to be one of the major success 
factors for recommender systems in the next decade. 
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